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Abstract: With the rapid development of computer technology and the improvement of intelligent technologies in electric power engineer‐
ing, the volume of data has increased exponentially. Data mining technology can be utilized to search information hidden in the huge 
amounts of data, and then the data can be transformed into useful knowledge to promote the development of electric power technology. In or‐
der to be acquainted with the research and application progress of data mining technology in electric power engineering, several major data 
mining algorithms are introduced in this paper, including ANN (Artificial Neural Network) algorithm, SVM (Support Vector Machine) algo‐
rithm, decision tree algorithm, K-means algorithm, NBC (Naive Bayesian Classification) algorithm and Apriori algorithm. And then, the 
methods of data mining technology in prediction, classification, clustering and association rules analysis are explained in detail in this engi‐
neering, which are combined with the electricity price prediction, power load forecasting, fault type identification, system state classifica‐
tion, power generation side association rules, power grid operation data association analysis. At last, this technology in electric power engi‐
neering is summarized and an expectation for the future development is provided.
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1. Introduction

With the rapid development of computer technology and the im‐
provement of the intelligent technologies, engineering measure‐
ment data, sales data, trade data, medical data, financial data and
other human accumulated data have increased exponentially.
"Drowning in information, but thirsty for knowledge " 1, as John
Naisbitt mentioned in his book, facing the immensity of the ocean
of data, we are looking for effective methods that can automatically
analyze, classify and collect data, automatically discover trends and
mark anomalies in data. Under such situation, data mining technol‐
ogy is born 2-6.

2. Concept of data mining technology

Data mining is the core step of KDD (Knowledge Discovery in
Database). It is the process of revealing meaningful relationships,
trends and patterns by analyzing a large amount of data. It involves
statistics, machine learning, artificial intelligence, data visualiza‐
tion, database technology, data visualization and other disciplines7.
Data mining is process aimed at acquiring knowledge, including da‐
ta cleansing, data mining, result expression and interpretation 8. As

shown in Fig.1, data preparation mainly includes original quality in‐
spection (data noise and loss) and correlation analysis among attri‐
butes. This process also includes 3 sub steps: data preparation, data
mining and result expression and interpretation, which can distin‐
guish the most valuable information, draw the inner link between
things, provide decision support for decision-makers and even pre‐
dict the future 9-11.

2. Main methods of data mining technology

2.1. Data cleaning

The quality of the data is the key factor. A large number of uncer‐
tain data need to be cleaned, including inaccuracy and uncertainty
of raw data. The main purpose of data cleaning technology is to re‐
move erroneous and inconsistent data. It first appeared in the Unit‐
ed States, starting from the correction of the wrong social insurance
numbers 12. With the development of data mining technology, data
cleaning technology has been stimulated and mainly involves data
recognition, detection, elimination and integration 13.
2.1.1. Detection of abnormal data

According to different attributes, data can be divided into numer‐
ic types and character types. For the numerical type, the statistical
method of calculating the mean and standard deviation of the field
is used to compare the confidence interval of the set to detect and
eliminate the abnormal data 13, which is the common way; for char‐
acter type, the common methods are: edit distance method, incre‐
mental recognition method and LOF (Local Outlier Factor) algo‐

————————————

* Corresponding author. E-mail address: nfangwei@163.com(Yan SHI)

Peer review under responsibility of Editorial Committee of JAMST

DOI: 10.51393/j.jamst.2021007

2709-2135©2021 JAMST All rights reserved.



Journal of Advanced Manufacturing Science and Technology 1(3) (2021) 2021007

2021007-2

rithm 14, 15, which is also the most widely used method at present.
2.1.2. Elimination of similar duplicate records

Identifying and eliminating similar duplicate records are the
most important content in the field of data cleaning 16, 12. When judg‐
ing whether two records are similar or repeated, they are commonly
based on field matching and record matching. At present, more
commonly used field matching algorithms are: basic field matching
algorithm, recursive field matching algorithm, Smith Waterman al‐
gorithm and R-S-W algorithm 17. Basic nearest neighbor sorting al‐
gorithm is commonly used, including several improved algorithms
such as multi neighbor sorting method and priority queue algo‐
rithm. There are many research achievements made in the elimina‐
tion of approximate duplicate records, such as clustering analysis,
basic clustering tree and priority queue strategy 18.
2.1.3. Data integration

Data integration aims to map the structure and data to the target
structure and domain 14. In recent years, some mature theoretical
framework models have emerged, such as AJAX (Asynchronous Ja‐
vascript and XML) 19, Trillium20 and Bohn21. At the same time, the
major database vendors also provide some basic data cleaning
tools 22 to fix errors by writing scripts or using data extraction, trans‐
formation and loading tools to eliminate inconsistencies. To further
strengthen the scalability of these data cleaning tools, some re‐
searchers have proposed corresponding models and languages 23

based on the framework of data cleaning systems, such as Merge,
Cluste and so on.

2.2. Data mining algorithm

International Conference on Data Mining selected ten classical
algorithms of data mining in December 2006. They are K-Means al‐
gorithm, SVM algorithm, NBC algorithm, Apriori algorithm, C4.5
algorithm, EM (Expectation Maximization) algorithm, AdaBoost al‐
gorithm, kNN (k-Nearest Neighbor) algorithm, PageRank algo‐
rithm, and CART algorithm. But in electric power engineering, K-
Means algorithm, SVM algorithm, NBC algorithm, ANN algorithm

and Decision Tree algorithm are widely used.
2.2.1. Data mining algorithms used in electric power engineering

(1) ANN algorithm
ANN algorithm is a research hotspot in information science,

brain science, neuropsychology and other disciplines 24. It is an arti‐
ficial neural network built on the basis of human understanding of
the brain neural network. It is also a mathematical model of the the‐
oretical human brain neural network. It has the distinctive features
of massively parallel processing, distributed information storage,
and good self-organizing and self-learning ability 25.

BP (Back Propagation) neural network algorithm, also known as
the error back propagation algorithm, is a supervised learning algo‐
rithm 26 in ANN. The BP neural network algorithm can theoretically
approximate any function. The basic structure is composed of non‐
linear variable elements and has strong nonlinear mapping ability.
Moreover, the parameters of the middle layer, the number of pro‐
cessing units of each layer and the learning coefficient of the net‐
work can be set according to the specific circumstances. It has a
wide application prospect in fields of optimization, signal process‐
ing and pattern recognition, intelligent control, fault diagnosis and
etc. Although the structure of BP neural network is complex, the
training time is long, the result is not easy to understand, it has high
acceptance ability for noisy data and high accuracy and is prefera‐
ble in data mining 27.The advantage of rough set data mining algo‐
rithm is parallel execution and description of uncertain and incom‐
plete information, as well as the rapid processing of redundant data.
However, the problem of rough set is that it is sensitive to object
noise. The data mining algorithm combined rough set theory and
BP neural network can give full play to their respective advantages,
which can overcome the influence of rough set on noise data sensi‐
tivity, reduce the training time of BP neural network and provide
network convergence 28.

The structure of BP neural network, as shown in Fig. 2, assumes
that the output of the hidden node is yi, the output of the output
node is Ok, the expected output of the output node is tk, and the acti‐

Fig. 1 Data mining process.
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vation function of the neuron node is S type function.

f ( x ) =
1

1 + e-x
(1)

The error formula and procedure for each sample of BP neural
network are as follows:
① The output of the hidden node:

yl
i = f (∑

j

wij x
-1
j - θ i ) = f ( net l

i ) (2)
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③ The error of the output node:
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④ Output node mathematical expression:
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⑤ The derivation of hidden nodes:
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The number of training samples is related to the accuracy of neu‐
ral network, and the root mean square error function can reflect the
learning performance quantitatively. The root mean square function
is defined as:

e =
∑i = 1

m ∑j = 1

n ( )dij - yij

m ⋅ n
(7)

In the formula, m refers to the number of training samples and n
means the output unit of the neural network.

The data mining algorithm flow is based on rough set theory and
BP neural network is shown in Fig. 3: step 1: extracting data, clari‐
fying the conditions of mining and determine the mining target;
step 2: removing redundant attributes based on rough set theory;
step 3: the attribute specification is carried out by the rough set the‐
ory; step 4: cost calculation, comparing training data with protocol
data; step 5: designing neural network based on training data sam‐
ples, and using these training data samples to train; step 6: output‐
ting the final result.

(2) Decision tree algorithm
Decision tree algorithm is a method to approximate the value of

discrete function, and it is a typical classification method. Accord‐
ing to the induction algorithm of data, readable rules and decision
trees are generated, and then, new data is handled by decision trees.
In essence, this algorithm is the process of classifying data through
a series of rules 29,30.

How to construct high precision and small scale decision tree is
the core of decision tree algorithm. The decision tree structure can
be divided into two steps: The first step is to generate the decision
tree from the training sample set. In general, training sample data
sets are used for data analysis and processing according to actual
needs and a certain degree of integration; the second step is to
prune the decision tree, meaning the process of checking, correct‐

ing and repairing the decision tree generated in the last stage. It
mainly uses the new sample data set (called the test data set) to ver‐
ify the preliminary rules produced in the decision tree generation
process, and cut off the branches that affect the balance accuracy.

ID3 is an algorithm used to construct a decision tree, which takes
the decline speed of information entropy as the criterion for select‐
ing test attributes. Each node selects an attribute with the highest in‐
formation gain that has not yet been used as a partition standard,
and then continues the process until the generated decision tree can
perfectly classify the training sample 30.

A decision tree can estimate the correct category for a sample E,
the amount of information required is:

I ( p,n ) =− p

p + n
log

p

p + n
2 − p

p + n
log

n

p + n
2 (8)

In the formula, p and n represent the number of positive simple
and counter simple sets of E respectively, taking attribute A as the
root of decision tree, then the information entropy after classifica‐
tion is

E ( A ) =∑
i = 1

v pi + ni

p + n
I ( )pi,ni (9)

In the formula, I (Pi,ni) represents the information entropy of sub‐
set Ei, and the information content of each subset Ei can be ex‐
pressed as

I ( Ei) =∑
j = 1

C − Pij

|
| |Ei

*log
Pij

|
| |Ej

(10)

Based on this, the entropy of A is determined:

E ( A ) =∑
i = 1

v || Ei

|| E
∗I ( )Ei (11)

Select attribute A* to minimize E (a) and maximize information
gain.

The algorithm flow of the decision tree is shown in Fig. 4. Step
1: preprocessing to obtain the sample set and attribute list; step 2:
determining whether the attribute is empty, if empty, returning an
empty tree, or creating a hollow tree; step 3: calculating the condi‐
tional entropy of each attribute, and using the conditional entropy
of the minimum value as best attribute; step 4: looping the next cy‐
cle for each value in best attribute and return to the tree after the

Fig. 2 Structure of BP neural network.

Fig. 3 Flow chart of algorithm based on rough set theory and BP neu‐
ral network.
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loop ends; step 5: determining whether the information entropy is
zero or not, if so, creating a single node tree and adding it to the
tree. Otherwise, the new attribute and new sample are extracted,
completing the recursive procedure and return the recursive result
to a tree.

(3) SVM algorithm
SVM algorithm is a common method of discrimination 31-33. The

principle of that is to map vectors into a higher dimensional space,
and establish a maximum interval hyperplane in this space, which
maximizes the distance between two parallel hyperplanes. These
two planes are built on both sides of the hyperplane. The larger the
distance between the parallel hyperplanes is, the smaller the total
error of the classifier will be.

When the classification problem cannot be solved by linear clas‐
sification in the low latitude space, the data of the low latitude
space can be mapped to the high latitude characteristic space to
achieve the purpose of linear separable, as shown in Fig. 5.

The key to the transformation from low latitudes to high lati‐
tudes lies in finding a function. Which is:

ϕ ( x1),ϕ ( x2) = ( x2
1, 2 x1 y1,y2

1), ( x2
2, 2 x2 y2,y2

2)

= x2
1 x2

2 + 2x1 y1 x2 y2 + y2
1 y2

2

= ( x1 x2 + y1 y2)2

= x1,x2

2

= K ( x1,x2)

(12)

In order to solve the linear and inseparable problem of mapping

from kernel function to high-dimensional space we need relaxation

variables:

ì

í

î

ïï
ïï

min
1

2  w
2

yi [ ( w ⋅ xi) + b ]

ξ ≥ 0

≥ 1 - ξ ( i = 1,2,⋯,n ) (13)

The algorithm flow of SVM is shown in Fig. 6. Step 1: data pre‐

processing; step 2: the SVN optimization equation is constructed

and solved, and the interface parameters are obtained; step 3: calcu‐

lating the classification values from the interface parameters; step

4: classifying the data into second categories according to the clas‐

Fig. 4 Flow chart of decision tree.

Fig. 5 Mapping from low latitudes to high latitudes.
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sification values.
SVM algorithm is a supervised learning method, which is widely

used in statistical classification and regression analysis, and it also
has advantages of superior generalization performance, global con‐
vergence and insensitive sample dimension, and can better solve
the problem of nonlinear, high-dimension, and local extreme small
point. SVM algorithm shows strong recognition performance in
computer aided detection, 3D target recognition, text recognition,
face recognition, protein prediction, facial expression classification
and speech recognition 34,35.
2.2.2. Other data mining algorithms

(1) Apriori algorithms
Apriori algorithm is the most influential algorithm for mining

frequent item sets of Boolean association rules 36. Its core is to re‐
cursive algorithm based on the idea of two stage frequency set. The
frequent itemset is extracted from the two stages through candidate
set generation and closing down detection of the plot. The associa‐
tion rules belong to single dimension, monolayer and Boolean asso‐
ciation rules in classification. Apriori algorithm is a frequent item‐
set algorithm for mining association rules, and the algorithm has
been widely applied to business, network security and other fields.

(2) NBC algorithm
NBC algorithm is one of the most widely used classification

models 37 which have a solid mathematical foundation and a stable
classification efficiency. The estimated parameters are very few and
are not sensitive to missing data, and the algorithm is simple and
the error is small. NBC model assumes that the attributes are inde‐
pendent of each other. This assumption is not often valid in practi‐

cal applications, which has had certain impact on the correct classi‐
fication of NBC models. When the number of attributes is large or
the correlation between attributes is large, the classification effi‐
ciency of the NBC model is not as good as that of decision tree
model. However, when the correlation between attributes is small,
the NBC model performs best.

(3) K-means algorithm
K-means algorithm is a partition based the widely used cluster‐

ing algorithm 38. The objects of n are divided into k partitions ac‐
cording to their attributes. Assuming that the attribute of the object
comes from the space vector, the goal is to minimize sum of the
mean square error within each group 39. From the performance of
the algorithm, it does not guarantee that the global optimal solution
will be obtained. The quality of the final solution depends to a large
extent on the initialized grouping. This algorithm is very fast,
which can be computed many times to select the optimal solution.
Moreover, algorithm is simple, implementable and extensible,
which can also handle large data sets.

The characteristics and complexity of these algorithms as shown
in Table 1.

2.3. Data mining software

With the development of data mining applications, data mining
software is closely combined with the following three aspects: ①
database and data warehouse; ② multiple types of data mining al‐
gorithms; ③ data cleaning, conversion and other preprocessing
work. Initial stage of data mining software is independent data min‐
ing software. However, the problems in the real world are varied,

Fig. 6 Flow chart of SVM algorithm.

Table 1 Characteristics and complexity of algorithms.

Algorithm
ANN

K-means

Decision tree

SVM

Apriori

NBC

Characteristics
Whether iterative

Yes

Yes

Yes

Yes

No

No

Limitation

May fall into local extremes

K value is random

Over fitting problems

Suitable for small sample, large data sensitive

Control of frequent itemsets

Dimension sensitive, large data sensitive

Complexity
Time complexity

O(m2)

O(m)

O(m2)

O(m) (m2)

Exponential

O(dm)

Space complexity

O(m)

O(m)

O(m)

O(m)

Exponential

O(m)
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which makes data mining software go through second stages: hori‐
zontal data mining tool set. With the increasingly application of
horizontal data mining tools, it is found that only those experts who
are proficient in data mining algorithms can skillfully use these
tools. Since then, a large number of data mining tools have begun
to provide a vertical data mining solution, which also makes data
mining software experience third stages: a vertical data mining so‐
lution. The fourth generation software can excavate various types
of data produced by embedded systems, mobile systems, and ubiq‐
uitous computing devices. At present, mobile computing is becom‐
ing more and more important. The combination of data mining and
mobile computing is the current research hotspot. The main charac‐
teristics of each stage of the product can be summarized as shown
in Table 2.

3. Application of data mining technology in
electric power engineering

Data mining technology is widely applied in all walks of life, in‐
cluding finance, health care, marketing, retailing, manufacturing,
justice and insurance. The scientific and technological innovation
made based on data mining technology is well known in the news
magazine and other media. In order to make the power engineering
researchers further understand the advance of technology, data min‐
ing technology in electric power engineering is introduced in de‐
tails.

In this engineering, digital technology has been widely applied
in recent years 40. Data acquisition and monitoring system, distribu‐
tion network management system, power quality monitoring sys‐
tem, as well as some auxiliary decision-making systems, such as
power metering system and quotation processing system can col‐
lect and record the operation information of the power grid in real
time. The application of these systems has produced massive data.
So how to make full use of the data and analyze, process, extract
and excavate useful knowledge quickly and effectively have be‐
come an urgent problem to be solved in the power industry.

3.1. Prediction

3.1.1. Electricity price prediction
Electricity price is the most effective method of power resource

allocation. Accurate price forecasting can provide investment guid‐

ance for market participants and further avoid risks. In order to im‐
prove the precision of electricity price prediction, Mori 41 estab‐
lished a hybrid prediction model based on ANN and SVM in data
mining and traditional time series method. This method can predict
more accurately. In order to better analyze the fluctuation of elec‐
tricity price, Zhao 42 first proposed the concept of price spike. Time
and amplitude prediction model of the price spike was established
to help participants in the electricity market to better analyze the
possible abnormal electricity price. Lu43 proposed a data mining
based electricity price forecast framework, which can predict the
normal price as well as the price spikes. He also explored the rea‐
sons of price spikes based on the measurement of a proposed com‐
posite supply-demand balance index and relative demand index,
and the model was able to generate forecasted price spike, level of
spike and associated forecast confidence level. As for medium to
long-term price forecasting, Florian Ziel 44 introduced a new ap‐
proach to simulate electricity prices with hourly resolution from
several months up to three years. Considering the uncertainty of fu‐
ture events, they were able to provide probabilistic forecasts which
can detect probabilities of price spikes even in the long-run. Patil
45 attempted to use K-means and k-NN algorithm to divide histori‐
cal prices data instead of calendar, and use ARIMA (Auto Regres‐
sive Integral Moving Average) statistical model to predict the short-
term price of electricity, which proves the validity of the model.
Wu46 used K-means algorithm to classify of data of historical prices
of New York Energy Market and the performance of forecasting
model is very satisfactory.
3.1.2. Power load forecasting

Accurate load forecasting is the key for the power dispatching
department to formulate the power supply plan and realize the bal‐
ance between supply and demand. Lambent-Tomes 47 applied data
mining technology to power load forecasting, which used fuzzy set
theory and fuzzy approximation theory, and the short-term predic‐
tion target of one year has been realized. It has been successfully
applied to Brazil power grid for many years. Yuniarti48 proposed a
method using data mining technique for forecasting electrical load.
The method of combining wavelet transform with packet process‐
ing is applied to short-term power load forecasting. The results
show that the method has good accuracy and improves the forecast‐
ing of electricity on average above 50% per year. Wang 49 analyzed

Table 2 Development of data mining software.

Generation

First

Second

Third

Fourth

Representative
Early CART System

in Salford Systems

Company

DBMiner SAS Enter‐

prise Miner

SPSS Clementine

IBM DB2 Intelligent

Miner Scoring Ser‐

vice

Features

An independent ap‐

plication

Integrated with data‐

bases or data ware‐

houses

Predictable model,

system integration

Data combination

with mobile data /

various computing

devices

Data mining algorithm

Support one or more algo‐

rithms

Multiple algorithms; ca‐

pable of mining data that

cannot be placed into

memory at one time.

Multiple algorithms

Multiple algorithms

Integration

Independent sys‐

tem

Data management

system, including

database and data

warehouse.

Data management

and prediction

model system

Data management,

prediction model,

mobile system

Distributed com⁃
puting model

Single machine

A group of com‐

puters in a local

area

Internet/extranet

network comput‐

ing

Mobile and vari‐

ous computing

devices

Data model

Vector

System supports ob‐

jects, text and continu‐

ous media data.

Support semi-structured

data and web data

Universal computing

model

deeply regional electricity load through data mining technology
based on variation function theory and its structural analysis, and
the author realized the unbiased optimal estimation on regional
variations in finite regions through spatial local difference algo‐
rithm. A standardized algorithm of electric power data based on
Kriging interpolation method was put forward. Xydas 50 forecasted
electric vehicle load by algorithm of decision tables, decision trees,
ANN and SVM, the results showed that data mining methods can
be used for forecasting the EV charging load, with increased accu‐
racy especially when the configuration parameters of each method
are carefully selected. As for short-term power load forecasting,
SVM algorithm which is based on data mining is very effective and
achieves higher prediction accuracy 51.

3.2. Classification

3.2.1. Fault type identification
The fault types of power system are usually divided into single-

phase to ground short circuit, two phase short circuit and three
phase short circuit. The fault mode space is generally nonlinear, be‐
cause the voltage and current signal are affected by the operating
mode of the system, the fault location and the cause of the fault.
Many scholars use data mining technology to classify power sys‐
tem faults. To solve the problem of relay response, the optimal
NBC algorithm is utilized by Faiz 52 to develop a method for dis‐
criminating the fault from non-fault events, and the proposed meth‐
od has been designed based on extracting the modal parameters of
the current waveform using the Prony method. Babnik 53 used NBC
method to classify transformer faults into internal or external
grounding and short-circuit faults. The results of all methods show
that they can identify power transformer faults quickly and success‐
fully. As for fault locating in a radial power distribution system, Ku‐
mar 54 used database to act as the trainer to the fuzzy expert system,
and the proposed method aims to lighten the decision-making bur‐
den on some of the system operators. Yan 55 adopted the time series
model in data mining to analyze the running data in the process en‐
terprise, a sequential association rule model is obtained to arrange
the influence of abnormal parameter points in time order on equip‐
ment failure, which plays a role in the warning and monitoring of
equipment fault. In Zhang’s 56 research, global information was in‐
troduced into the electric power system, and he mainly used cluster
analysis technology of data mining theory to resolve quickly and
exactly detection of fault components and fault sections, and finally
accomplished fault analysis. Xu 57 proposed PDFCC (power distri‐
bution fault cause classifier) based on data mining classification
method to address the identification problem caused by fault in the
power distribution systems.
3.2.2. System state classification

Each monitoring system in the power system can acquire real-
time parameters such as power generation level, power flow distri‐
bution, load level and fault condition. These parameters can effec‐
tively respond to the state of the power system, which is conducive
to the reasonable dispatching of the power grid operators and main‐
taining the safe and stable operation of the system. Data mining
technology can classify the state of the system so as to facilitate
management and monitoring. In order to improve the efficiency of
the system, Lambert-Tomes 58 constructed classification rules based
on rough set theory to remove redundant data and obtained effec‐
tive data, and divided the system into normal, abnormal and restor‐
ative states. Huang 59 determined whether the system is in a normal
state through a decision tree or an extreme contingency to deter‐
mine whether protection is necessary. The wide application of the

distributed power supply made it necessary for the operators to
judge whether the isolated island state has appeared in the systems
with multiple power sources, and the data mining was introduced
into the island detection by El-Arroudi 60, and the method uses and
combines the parameters of various system parameters to ensure
the security of isolated island detection. The effectiveness of the al‐
gorithm is verified by experiments and the application scope of da‐
ta mining is further expanded.

3.3. Analysis of association rules

There are many correlations among the variables in the power
system, such as the correlation between the electricity consumption
and the electricity price, the precipitation and the temperature, the
correlation between the voltage and the harmonic current at differ‐
ent locations, the correlation between the coal consumption of the
generator and the main steam pressure, the main steam tempera‐
ture, the water supply temperature, and other controllable parame‐
ters. Data mining technology can be used to analyze the association
rules in the power system, which can provide guidance for improv‐
ing the efficiency of power generation, thus optimizing the power
transmission and reducing the cost of facilities.
3.3.1. Generation side association rules

In view of the research of photovoltaic array generation forecast‐
ing method, Cheng 61 proposed a method for forecasting photovolta‐
ic power generation by using forward selection and K-means clus‐
tering and radial basis function neural network. The experimental
results showed that compared with the traditional neural network
prediction model, the model has fewer input variables and higher
prediction accuracy. For thermal power generation, data mining
technology can also improve the efficiency of power generation. In
view of the characteristics of the numerical operation parameters of
the thermal power unit, Niu 62 proposed a fuzzy association rule da‐
ta mining method based on the improved Apriori algorithm and es‐
tablished the association rules between the parameters of the boiler
exhaust temperature and the efficiency of the boiler, and obtained
the learning rules to improve the economy of the unit. Cui 63 point‐
ed out that the cost of increasing coal-fired boilers caused by flue
gas denitration is the cost of boiler efficiency loss, and the mathe‐
matical formula was given by him, but the influence of the fluctua‐
tion of power coal price on the cost of coal-fired boilers has not
been considered. Cai 64 used data mining to take advantage of inher‐
ent tolerance of the imprecision and uncertainty to obtain tractabili‐
ty, robustness, and low solution-cost. As for forecasting the genera‐
tion of solar power, Khabibrakhmanov 65 forecasted solar power
generation by using real-time power data, weather data, and com‐
plexity-based similarity factors, which was achieved by data min‐
ing technology, and he has applied for the patent protection.
3.3.2. Analysis of data association of power grid operation

The data mining technology can locate the association rules be‐
tween the fault phenomenon or the fault cause and category, and
find correlation characteristics between fault elements of the power
grid, which can be put forward as a strategy to monitor and diag‐
nose fault equipment 66. Li67 proposed a method of fault diagnosis
for power grid based on feature data mining. It combined data min‐
ing methods such as association rule analysis, sequence pattern
analysis, cluster analysis and other expert systems, and gave the da‐
ta mining algorithm flow. Tong68 applied artificial intelligence and
data mining technology to the transient stability evaluation of pow‐
er system, analyzed and compared the research results in the as‐
pects of principal component analysis, genetic algorithm, rough set,
information entropy preprocessing, ANN and SVM classifier and
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deeply regional electricity load through data mining technology
based on variation function theory and its structural analysis, and
the author realized the unbiased optimal estimation on regional
variations in finite regions through spatial local difference algo‐
rithm. A standardized algorithm of electric power data based on
Kriging interpolation method was put forward. Xydas 50 forecasted
electric vehicle load by algorithm of decision tables, decision trees,
ANN and SVM, the results showed that data mining methods can
be used for forecasting the EV charging load, with increased accu‐
racy especially when the configuration parameters of each method
are carefully selected. As for short-term power load forecasting,
SVM algorithm which is based on data mining is very effective and
achieves higher prediction accuracy 51.

3.2. Classification

3.2.1. Fault type identification
The fault types of power system are usually divided into single-

phase to ground short circuit, two phase short circuit and three
phase short circuit. The fault mode space is generally nonlinear, be‐
cause the voltage and current signal are affected by the operating
mode of the system, the fault location and the cause of the fault.
Many scholars use data mining technology to classify power sys‐
tem faults. To solve the problem of relay response, the optimal
NBC algorithm is utilized by Faiz 52 to develop a method for dis‐
criminating the fault from non-fault events, and the proposed meth‐
od has been designed based on extracting the modal parameters of
the current waveform using the Prony method. Babnik 53 used NBC
method to classify transformer faults into internal or external
grounding and short-circuit faults. The results of all methods show
that they can identify power transformer faults quickly and success‐
fully. As for fault locating in a radial power distribution system, Ku‐
mar 54 used database to act as the trainer to the fuzzy expert system,
and the proposed method aims to lighten the decision-making bur‐
den on some of the system operators. Yan 55 adopted the time series
model in data mining to analyze the running data in the process en‐
terprise, a sequential association rule model is obtained to arrange
the influence of abnormal parameter points in time order on equip‐
ment failure, which plays a role in the warning and monitoring of
equipment fault. In Zhang’s 56 research, global information was in‐
troduced into the electric power system, and he mainly used cluster
analysis technology of data mining theory to resolve quickly and
exactly detection of fault components and fault sections, and finally
accomplished fault analysis. Xu 57 proposed PDFCC (power distri‐
bution fault cause classifier) based on data mining classification
method to address the identification problem caused by fault in the
power distribution systems.
3.2.2. System state classification

Each monitoring system in the power system can acquire real-
time parameters such as power generation level, power flow distri‐
bution, load level and fault condition. These parameters can effec‐
tively respond to the state of the power system, which is conducive
to the reasonable dispatching of the power grid operators and main‐
taining the safe and stable operation of the system. Data mining
technology can classify the state of the system so as to facilitate
management and monitoring. In order to improve the efficiency of
the system, Lambert-Tomes 58 constructed classification rules based
on rough set theory to remove redundant data and obtained effec‐
tive data, and divided the system into normal, abnormal and restor‐
ative states. Huang 59 determined whether the system is in a normal
state through a decision tree or an extreme contingency to deter‐
mine whether protection is necessary. The wide application of the

distributed power supply made it necessary for the operators to
judge whether the isolated island state has appeared in the systems
with multiple power sources, and the data mining was introduced
into the island detection by El-Arroudi 60, and the method uses and
combines the parameters of various system parameters to ensure
the security of isolated island detection. The effectiveness of the al‐
gorithm is verified by experiments and the application scope of da‐
ta mining is further expanded.

3.3. Analysis of association rules

There are many correlations among the variables in the power
system, such as the correlation between the electricity consumption
and the electricity price, the precipitation and the temperature, the
correlation between the voltage and the harmonic current at differ‐
ent locations, the correlation between the coal consumption of the
generator and the main steam pressure, the main steam tempera‐
ture, the water supply temperature, and other controllable parame‐
ters. Data mining technology can be used to analyze the association
rules in the power system, which can provide guidance for improv‐
ing the efficiency of power generation, thus optimizing the power
transmission and reducing the cost of facilities.
3.3.1. Generation side association rules

In view of the research of photovoltaic array generation forecast‐
ing method, Cheng 61 proposed a method for forecasting photovolta‐
ic power generation by using forward selection and K-means clus‐
tering and radial basis function neural network. The experimental
results showed that compared with the traditional neural network
prediction model, the model has fewer input variables and higher
prediction accuracy. For thermal power generation, data mining
technology can also improve the efficiency of power generation. In
view of the characteristics of the numerical operation parameters of
the thermal power unit, Niu 62 proposed a fuzzy association rule da‐
ta mining method based on the improved Apriori algorithm and es‐
tablished the association rules between the parameters of the boiler
exhaust temperature and the efficiency of the boiler, and obtained
the learning rules to improve the economy of the unit. Cui 63 point‐
ed out that the cost of increasing coal-fired boilers caused by flue
gas denitration is the cost of boiler efficiency loss, and the mathe‐
matical formula was given by him, but the influence of the fluctua‐
tion of power coal price on the cost of coal-fired boilers has not
been considered. Cai 64 used data mining to take advantage of inher‐
ent tolerance of the imprecision and uncertainty to obtain tractabili‐
ty, robustness, and low solution-cost. As for forecasting the genera‐
tion of solar power, Khabibrakhmanov 65 forecasted solar power
generation by using real-time power data, weather data, and com‐
plexity-based similarity factors, which was achieved by data min‐
ing technology, and he has applied for the patent protection.
3.3.2. Analysis of data association of power grid operation

The data mining technology can locate the association rules be‐
tween the fault phenomenon or the fault cause and category, and
find correlation characteristics between fault elements of the power
grid, which can be put forward as a strategy to monitor and diag‐
nose fault equipment 66. Li67 proposed a method of fault diagnosis
for power grid based on feature data mining. It combined data min‐
ing methods such as association rule analysis, sequence pattern
analysis, cluster analysis and other expert systems, and gave the da‐
ta mining algorithm flow. Tong68 applied artificial intelligence and
data mining technology to the transient stability evaluation of pow‐
er system, analyzed and compared the research results in the as‐
pects of principal component analysis, genetic algorithm, rough set,
information entropy preprocessing, ANN and SVM classifier and
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visual display. Zeng69 introduced the application of data mining
technology in solving the problem of load optimal allocation in re‐
al-time factory level, and used multi factor weight allocation meth‐
od based on information entropy to establish a real-time discrete
model between load and power supply coal consumption rate. Xu70

introduced the big data technology for power transmission line
fault analysis, in which Apriori algorithm is used to mine the key at‐
tribute of fault cause and fault parts of the transmission line. The re‐
sults showed that the proposed scheme can effectively select the
key attributes of cause and location of the power transmission line
fault. SSAE (stacked sparse autoencoder) is more effective in solv‐
ing power system fault diagnosis due to its network structure and
layer-wise training mechanism. Wang71 proposed SSAE-based net‐
work with SVM to improve the accuracy of fault diagnosis in pow‐
er systems, which has achieved ideal effect.

3.4. Clustering and outlier analysis

Unlike classification, clustering is to divide data into multiple
classes or clusters, so that objects in the same cluster more similar
and the objects in the different clusters are less similar. Data mining
technology is used to cluster different power users or generators to
obtain different class attributes. Chicco72 described the electrical
load changes caused by anomalous days (holidays, working days
between holidays, social events) by using the methods of Kohonen
map with a classic clustering algorithm and an ANN-based ap‐
proach, and the comparison is then made. The results showed that
the combination of use of both clustering techniques allows better
understanding of the anomalous load patterns. Mori 73 proposed an
efficient ANN method to forecast electricity price, and a clustering
technique is used to determine the center of RBFN (radial basis
function network) and NRBFN (normalized radial basis function
network). The effectiveness of the proposed method is demonstrat‐
ed for real data of hourly electricity price for ISO New England.
Liu 74 adapted K-means clustering algorithm to analyze customer
load and similar behavior between electricity users, and the method
of principal component analysis was used on the clustering results
visualization, fully proving the rationality and correctness of the
clustering. Damayanti 75 compared three methods of clustering tech‐
niques, namely the K-means, fuzzy and C-means, and found that K-
means was the most appropriate method to classify the electrical
load profile.

In the process of data analysis, such data objects are often found
because they are significantly different from other data and are
called Outliers. Outliers mean that there are abnormal situations
such as faults. Outlier analysis and detection is also a significant
task of data mining. Dessertaine 76 used ANN method to correct
load outlier data as a preprocessing step of load forecasting.
Neagu 77 adapted a statistical based data mining for load curves
characterization by detecting outliers` information provided by
Smart Meters in real distribution networks. After eliminating outli‐
ers, the remaining data had led to the discovery of accurate patterns
that are characterized very well to the load curves characteristics
through indicators. Stealing and leakage of electricity has always
been challenging power supply enterprises. Tang78 studied of the ab‐
normal electricity consumption detection system based on the outli‐
er behavior pattern recognition and provided a reference for the re‐
searchers of anti-power-stealing. Sun79 focused on the outlier detec‐
tion of electricity consumption data, and introduced the causes of
electricity consumption outlier data from the negative and positive
aspects respectively. Moreover, he also provided a review on the de‐
tection methods of electricity consumption outlier data on the basis

of data mining. As a data cleaning process, outlier analysis is also
applied in improving power system state assessment 80 and Data De‐
bugging accuracy 81.

4. Conclusions

4.1. Summary

Because of the rapid development of computer industry, data
mining technology has almost become mature in theory, especially
in algorithms, dozens of which can achieve various functions and
provide support for data processing in electric power engineering.
Data mining technology has valuable information in massive data,
makes optimization strategy, improves efficiency, reduces costs and
promotes the development of electric power engineering.

Data mining technology is widely used in the field of power en‐
gineering. In price and load forecasting, the data mining algorithm
of ANN, SVM, K-means and decision trees can improve the preci‐
sion of the prediction. In addition, these methods are also common‐
ly used in power generation side association rules, power grid oper‐
ation data association analysis and clustering and outlier analysis;
NBC, decision trees and cluster analysis are commonly used in
power failure, system state and other classification.

ANN, SVM and decision tree algorithm are mainly used in build‐
ing models, realizing prediction and clustering correlation func‐
tions. K-means can also implement model prediction and associa‐
tion functions. NBC algorithm has been applied widely in fault
classification. Apriori algorithm has unique advantages in establish‐
ing associated physical quantities.

4.2. Expectation

Data mining technology still faces many problems and challeng‐
es, such as the efficiency of data mining in the ultra large data set,
the development of mining methods adapted to multiple data types,
noise tolerance, data mining in the network and distributed environ‐
ment, dynamic data mining and data mining. The followings are the
important future trends of data mining:

The standardized description of data mining language: the stan‐
dard data mining language will help the systematic development of
data mining, improve the interoperability between multiple data
mining systems and functions and promote their use in enterprises
and society.

Visualized data mining process can seek the visualization meth‐
od in the process of data mining, making it is easy to understand
and manipulate the process of knowledge discovery for the users,
which can make the data mining process become a part of the user's
business process, and also facilitate the human interaction in the
process of knowledge discovery.

The mining technology combines various heterogeneous data to
exploit various unstructured data (Data Mining for AMD), such as
the exploitation of text data, graphic data, video image data, sound
data and even comprehensive multimedia data.

The authors declare that there is no conflict of interest regarding
the publication of this article.
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